October 1, 2019

Joint Committee on State Administration and Regulatory Oversight
Sen. Pacheco & Rep. Gregoire, Chairs

SUPPORT FOR S.1876/H.2701
A COMMISSION TO ENSURE GOOD GOVERNMENT IN THE AGE OF ARTIFICIAL INTELLIGENCE

Dear Senator Pacheco, Representative Gregoire, and members of the Committee:

The Undersigned respectfully submit the following testimony in support of S.1876/H.2701, An Act Establishing A Commission On Transparency And Use Of Artificial Intelligence In Government Decision-Making and An Act Establishing A Commission On Automated Decision-Making, Artificial Intelligence, Transparency, Fairness, And Individual Rights. This legislation will enable policymakers and the public to better understand the risks and opportunities presented by the use of artificial intelligence, automation, and algorithms in government decision-making.

Government agencies are increasingly turning to automated decision-making and artificial intelligence (AI) systems to aid or supplant human decision-making in various sensitive social domains. They determine where a child will go to school, who will go to jail before their trial, who will have their food subsidies terminated, how much Medicare benefits a person is entitled to, and who is likely to be a victim of a crime. While these new technologies are often marketed for their time-saving, cost-cutting, or even bias reducing potential, actual implementation of these technologies demonstrate a very different reality of hidden or unanticipated costs, rampant discrimination, and in some cases the death¹ of individuals misidentified by such systems.

In Michigan, more than 19,000 residents were improperly disqualified from food assistance benefits after the State Department of Health and Human Services used a matching algorithm to implement the State’s “fugitive felon” policy, which attempted to automatically disqualify individuals from food assistance based on outstanding felony warrants.² Michigan subsequently lost a class action lawsuit and is still restoring food assistance benefits and issuing settlement

---


payments to the plaintiffs. The Los Angeles Police Department (LAPD) suspended the use of controversial data driven crime programs after an audit by the Inspector General revealed that the programs potentially facilitated unconstitutional police conduct and questioned its overall effectiveness at predicting crime. In New York City, a school matching algorithm error resulted in 144 students receiving false rejection notifications to one of the City’s coveted high schools. In Illinois, the State Department of Children and Family Services abandoned the use of a predictive technology that attempted to identify children at risk for serious injury or death after an agency official found the technology unreliable. The technology misidentified thousands of children as high risk for death or injury, and ignored several high-profile child deaths. These incidents and countless others around the country have diminished public trust and safety, reduced the efficacy of implementing government services, and increased costs (both from hidden costs of implementation and subsequent litigation costs).

These problems are made worse by the fact that technology vendors have few incentives to ensure their products work or are aligned with societal notions of fairness, justice, and safety. Indeed, without adequate accountability, transparency, and oversight mechanisms, there are few ways to access information about these technologies or guarantee that these technologies will not discriminate or cause harm when implemented in real-world conditions. For instance, the City of Boston experienced much public backlash and scrutiny after two failed efforts to address school equity via automated systems. The Boston School District adopted a geographically-driven school assignment algorithm, intended to provide students access to higher quality schools closer to home. The school district’s goal was to increase the racial and geographic integration in the school district, but a report assessing the impact of the system determined that it did the opposite: while it shortened student commutes, it ultimately reduced school integration. The Boston School District tried again to use an algorithmic system

---

to reconfigure school start times to improve student health and performance based on a recognition of students’ circadian rhythms at different ages, and to optimize the use of school buses to produce cost savings. An algorithmic system was developed optimizing for these goals but it was never implemented because of significant public backlash. In both cases, the design process failed to adequately recognize the needs of families, or include them in defining and reviewing system goals. Proactive public engagement and transparency could have helped unearth some of the structural and practical barriers to automation as well as the potential risks of perpetuating existing racial and socioeconomic disparities in the education system.

Though the problems presented by government use of automated decision-making and AI systems are of great concern, they are often avoidable when adequate accountability, oversight, transparency, and public engagement mechanisms are in place. This is why enacting S.1876/H.2701 is an imperative next step for Massachusetts. The automated decision-making and AI issues are both social and technical, and therefore require many different expertise, experiences, and perspectives at the table. In order to identify effective, equitable and holistic mitigation solutions, policymakers must engage in inclusive dialogue with researchers and the public.

The Undersigned are researchers and advocates that are engaged in research and policy advocacy regarding government use of automated decision-making and AI in New York City and other jurisdictions. Based on our research and experience, we urge the Massachusetts legislature to pass S.1876/H.2701 and evaluate the following considerations in the implementation of this legislation:

- **The Commission Should Provide Meaningful Opportunities For Public Engagement**

The lack of transparency regarding the use of automated decision-making and AI technologies in government can hinder the identification of the existing harms. Insight from the public is crucial to both identifying emerging concerns and possible solutions. In order for the Commission to fully understand the scope and gravity of the risks associated with automated decision-making and AI technologies, it must engage the public early and often. For example, in New York City, residents helped highlight concerns about the use of facial recognition in housing, which has resulted in Congressional legislation on the issue. We also encourage the Joint Committee on State Administration and Regulatory Oversight to consider amending this legislation to include Commission representatives from community organizations and direct service providers, since they are better suited to provide real world insights that may not be provided by the designated representatives currently listed in the bill.

---


• The Commission Should Be Given Adequate Resources To Provide At Least Two Forms Of Public Education

In order for the public to be an informative ally of the Commission, there must be opportunities to meaningfully inform the public about the existence and goals of the Commission. Public education can take many forms and the Commission can collaborate with community partners to aid in the design and engagement. For instance, a group of Harvard graduate students created the website, automating.nyc, to help educate New York Residents about automated decision system issues. This website and project was created to address the lack of public education on this issue, not in collaboration with the New York City government. Yet, we highlight this as a missed opportunity that we hope the Commission can proactively pursue. The Commission can build on prior efforts in Massachusetts to improve public education and engagement regarding data and technology, which includes using public libraries to enhance public data access and literacy\textsuperscript{12} and holding public discussions about the future of technology in cities.\textsuperscript{13}

• The Commission Should Engage Former And Current Members Of Similar Quasi-Government Bodies Examining Government Use Of Automated Decision-making And AI Systems As Well As Relevant Stakeholders From Those Jurisdictions

There are quasi-government bodies examining these issues in Alabama,\textsuperscript{14} New York City,\textsuperscript{15} and Vermont,\textsuperscript{16} and potentially more jurisdictions once the Commission is formed. The Commission should engage various stakeholders from these jurisdictions to identify the best practices and other considerations learned from these experiences. This can help the Commission avoid replicating mistakes and missed opportunities experienced in other jurisdictions.

• The Commission Should Empowered to Access Information Regarding Automated Decision-Making and AI Systems Currently and Prospectively Used by Government Agencies

Regrettably, prior attempts to promote automated decision-making system and AI transparency in other jurisdictions have been hindered by some government agencies’ refusal to disclose information about existing and future uses of these systems. In New York City, Automated Decision Systems Task Force members repeatedly called on City officials to provide such information because the local context was necessary to fulfill the statutory mandate, but the New York City Mayor refused to require agency

cooperation. To avoid similar problems, it is essential that the Commission is given authority to request and access information about all existing automated decision-making system and AI systems, without special exemptions or carve-outs that can undermine the goals of the Commission.

Sincerely,
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